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Abstract—High-capacity optical-fiber backbone networks pro-
tect information flows belonging to their premium customers by
routing two copies of the customer’s data over disjoint paths. This
scheme, known as 1+1 protection, ensures that the customer will
experience no service interruptions even if a fiber cut occurs some-
where in the network. A protection scheme based on this concept
was recently proposed for Multi-Protocol Label Switched (MPLS)
packet flows. This proposal requires the MPLS routers located
at the ingress and egress edges of the MPLS network to protect
certain data flows by creating two disjoint label switched paths
(LSPs). This scheme allows data to flow even if a link failure oc-
curs on one of the LSPs. There is a design issue related to the de-
lays associated with the two LSP; a sufficiently large difference in
the propagation delays can cause performance degradations that
may result in an unsatisfactory quality of service (QoS) on the pro-
tected flow. In this paper we examine the impact of delay mismatch
on restoration performance, probability of packet loss, and packet
jitter, and we show that these metrics are adversely affected by
large LSP delay differences.

Index Terms—MPLS, 1+1 Protection , Quality of Service (QoS)

I. I NTRODUCTION

MPLS and Generalized MPLS (GMPLS) provide a common
control plane over many types of transport networks, including
optical networks, which creates new requirements for protec-
tion architectures [1]. During the past several years proposals
have been made in [2], [3], [4] and [5] to incorporate optical
restoration mechanisms into MPLS. These mechanisms are an
extension of automatic protection switching (APS) principles
from Synchronous Optical Network (SONET) ring networks
to the more general mesh topologies that are being deployed
in current-generation optical transport networks (OTNs). They
have been discussed extensively in the literature; a summary
appears in [6]. Optical protection mechanisms create dedicated
backup lightpaths that are disjoint from the working lightpath
that normally carries the protected data flow. Optical 1+1 pro-
tection reserves resources on two disjoint lightpaths and sends
duplicate data streams over both lightpaths. These lightpaths
share common termination nodes. The node closest to the data
source, from which the two lightpaths diverge, is known as the
ingress node, while the node where the two lightpaths merge is
the egress node. The egress node selects one lightpath’s data to
forward to the destination based on the measured optical signal
to noise ratio. If one lightpath fails, the egress node is able to
switch over to the other lightpath nearly instantaneously.

This research was partially supported by the program, “SURFing the Infor-
mation Technology Lab: A NIST-NSF Partnership,” under Agreement #EIA-
0097873.

A variation on the 1+1 concept for optical networks has re-
cently been proposed for networks using MPLS [7]. Unlike
the traditional 1+1 concept in the transport world, the approach
uses duplicate paths at the MPLS layer, rather than at the optical
layer. In terms of restoration time, the 1+1 scheme has a sig-
nificant advantage [8] over soft protection reservation schemes.
However, this method requires the network operator to resolve
performance degradation issues due to variations in the delay
between the two paths. The challenge is to design a appropri-
ate restoration strategy that synchronizes the two paths. In this
paper, we investigate the effect of the delay mismatch between
the two paths and discuss mechanisms for improving the per-
formance of networks using MPLS 1+1 protection.

The remainder of this paper is organized as follows. In Sec-
tion II we review the existing work on 1+1 protection at the
MPLS layer. In Section III we discuss some of the effects of de-
lay mismatch on the restoration performance of the MPLS 1+1
system, and describe some of the resulting design issues. In
Section IV we examine the effect of delay mismatch on QoS pa-
rameters, specifically packet jitter and the probability of packet
loss. We also examine simulation results that illustrate the im-
pact of delay mismatch on jitter and packet loss rate. We sum-
marize the discussion in this paper in Section V.

II. MPLS 1+1 PROTECTION

The proposal in [7] discusses the basic design principles of
MPLS 1+1 protection. 1+1 protection in the transport layer
duplicates traffic on two label switched paths that respectively
split and merge at ingress and egress Label Switching Routers
(LSRs), as shown in Fig. 1. The ingress node is responsible
for duplicating packets that are received from the flow source,
assigning sequence numbers to them, and sending one copy
downstream on each of the two protection LSPs. The egress
node is responsible for filtering the two received streams so that
only one copy of each packet is forwarded to the flow’s desti-
nation. This approach is simple to manage and provides fast
end-to-end protection. Furthermore, it fills a gap that cannot
be covered by either Interior Gateway Protocol (IGP)-rerouting
which is very slow or MPLS Fast Rerouting (FRR) which does
not provide end-to-end protection.

The MPLS 1+1 scheme proposed in [7] treats both LSPs
(e.g. LSP0 and LSP1 in Fig. 1) as working paths while tra-
ditional MPLS protection [2] designates LSP0 (or LSP1) and
LSP1 (or LSP0) as working and protection paths, respectively.
Because the MPLS 1+1 scheme provides a packet level pro-
tection service, packets should be buffered to temporally align
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Fig. 1. MPLS 1+1 protection across an MPLS cloud. This provides for
continued service in the event of a failure on one of the LSPs.

the two LSPs and compensate for variations in delay between
the two paths. The goal is to buffer both paths such that the
path that is leading (i.e. whose packets tend to be received by
the egress first as defined in [7]) has the same delay as the path
that is lagging. In addition, routing algorithms for choosing
multiple non-overlapping paths (e.g. the heuristic created by
Bhandari [9]) can be modified to choose two LSPs so that the
expected propagation delays on the two paths are as close as
possible.

The packet selection scheme at the egress is carried out
based on the packet sequence number, which is contained in the
MPLS shim header, and on the status of a sliding receive win-
dow maintained at the egress. Packets are accepted or rejected
by the egress LSR based on whether their sequence numbers
fall within the range defined by the window at the time of their
arrival. If a packet is accepted, the window is adjusted so that
its lower limit is one greater than the sequence number of the
accepted packet. The operation of the window can be seen in
Fig. 2 for the case where the first packet has sequence number
1. In [7], the authors describe several constraints on the range,
L, of the window. For instance,L must be large enough so that
it is greater than the longest likely burst of lost packets on either
LSP, so that the packet sequence numbers do not fall outside the
window range and result in all data being lost until the sequence
numbers wrap and reenter the window’s range from below.

III. E FFECT OFDELAY M ISMATCH ON RESTORATION

PERFORMANCE

The behavior of MPLS 1+1 protection during LSP outage
events was discussed in [7], which noted that there will be a
delay in new packet arrivals if a failure occurs on the leading
(i.e. less delayed) LSP. In this section we quantify this behavior
using a simple, deterministic system model. In this model, we
assume that the packet transmission rateg is the same on the
two LSPs. Packets are uniformly spaced along the time axis
on each LSP, with an inter-packet spacing of1/g seconds. In
addition, we assume without loss of generality that the fixed
propagation delaysD0 andD1 on LSP0 and LSP1, respectively,
are related asD0 < D1. The arrivals of packets on the two
LSPs are shown in Fig. 3. The arrival time of thenth packet on
LSPi is Di + n/g. From the figure, we see thatD1 must fall
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Fig. 2. An illustration of the windowing function used at the egress LSR in a
MPLS 1+1 protection system. The window has lengthL and is adjusted upon
each receipt of a packet whose sequence number lies within its range.
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Fig. 3. Deterministic MPLS 1+1 system with equal line rates on the two
LSPs. Sequence numbers start at 1 in this example.

between the arrival times of two packets on LSP0. This gives
us

D0 +
k

g
< D1 < D0 +

k + 1
g

(1)

for some non-negative integerk, wherek = bg(D1 −D0)c.
Under these assumptions, thenth packet arrival on LSP1 at the
egress occurs between the arrival times for the(k + n)th and
(k + n + 1)th packets on LSP0.

If LSP1 fails, there is no effect on the packet stream at the
egress, because every packet passed downstream by the egress
node is pulled from LSP0 in this model. If a failure occurs
on LSP0 at time t = T , there will be a delay between the
last packet received on LSP0 before the failure event (call this
packetn, wheren = bg(T −D0)c) and the first packet re-
ceived on LSP1 and forwarded downstream by the egress. As-
suming that no packets are lost on LSP1 after the failure event,
the first packet received by the egress LSR from LSP1 after the
failure of LSP0 is packetn− k. This packet is discarded by the
egress LSR because the egress sequence number window cov-



ers the range[n + 1, n + L] after the receipt of packetn from
LSP0. The egress continues to discard packets until it receives
packetn + 1 from LSP1; the egress will discard a total ofk + 1
packets from LSP1 between the failure of LSP0 and the resump-
tion of traffic using packets from LSP1. The time between the
arrival of packetn on LSP0 and the arrival of packetn − k on
LSP1 is D1 − D0 − k/g. The time gap between the arrival of
packetn− k on LSP1 and the arrival of packetn + 1 on LSP1
is (k + 1)/g. Thus the total time lag between the arrival of the
last packet on LSP0 and the arrival of a packet on LSP1 that is
forwarded downstream is(D1 −D0) + 1/g.
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Fig. 4. Illustration of failure event on LSP0, beginning at timet = T and
ending at timet = T ′.

When service on LSP0 is restored, a packet will arrive at the
egress from LSP0 after the receipt of packetn′ on LSP1. From
(1), the first packet received on LSP0 after restoration of ser-
vice will be packetn′ + k + 1. When this packet is received,
the window range is[n′ + 1, n′ + L]. There are two possi-
ble outcomes. Ifk ≤ L − 1, then the packet from LSP0 is
accepted and the window advances so that it covers the range
[n′+k+2, n′+k+L+1]. Subsequently received packets from
LSP1 will be dropped by the egress; thus,k packets have been
lost. If k ≥ L, then packetn′ + k + 1 from LSP0 is rejected by
the egress and packetn′ + 1 is received from LSP1 and passed
downstream. The egress will continue to forward packets from
LSP1 and reject packets from LSP0, even though the packets
from LSP1 are arriving later than their copies that were for-
warded over LSP0. This has serious consequences in the event
that a failure occurs on LSP1, for in that case no packets will be
received from LSP1 while the egress continues to reject pack-
ets from LSP0 because their sequence numbers lie outside the
range of the egress’ receive window. If the transmission con-
tinues for a sufficiently long period of time, the situation will
be resolved by the wrapping of the sequence numbers so that
packets are accepted from LSP0, but this may involve the loss
of a considerable amount of data, unless some recovery man-
agement scheme is used, as noted in [7].

IV. EFFECT OFDELAY M ISMATCH ON QOS

A. Effect on Packet Jitter

Instantaneous packet jitter is defined in [10] using the dif-
ference in the delay times of two sequentially received packets
as measured by the receiving node. IfSi is the time at which

packeti was sent andRi is the time when packeti is received,
then the delay difference between packetsi andj is

Di,j = (Rj −Ri)− (Sj − Si)
= (Rj − Sj)− (Ri − Si). (2)

Jitter is measured using an adaptive process in which the mea-
sured delay difference between sequentially received packets is
the forcing function. The adaptation function for the jitter mea-
surement is

Jn = Jn−1 +
|Dn−1,n| − Jn−1

16
. (3)

If the jitter process{Jn} and the delay difference process
{Dn−1,n} are stationary, then the expected jitter can be found
using the expected delay difference between sequentially re-
ceived packets at the egress node. In the deterministic model,
the delay difference between packets received on a given LSP
is zero. One obtains non-zero jitter measurements in the de-
terministic system due to random packet losses on each LSP
or due to LSP failures, in which case the changes in jitter are
transient in nature.

In the case of random packet losses, the expected delay vari-
ation between packets is

E {Dn−1,n} = (D1 −D0)pdiff , (4)

wherepdiff is the probability that the(n − 1)th andnth pack-
ets forwarded by the egress LSR were received from different
LSPs.

To computepdiff , we condition on which LSP produced the
(n− 1)th packet forwarded by the egress LSP, giving

pdiff = pn−1,n(0, 1)pn−1(0) + pn−1,n(1, 0)pn−1(1), (5)

where pm,n(i, j) is the conditional probability that thenth

packet forwarded by the egress LSR came from LSPi given
that themth packet came from LSPj , andpn(i) is the proba-
bility that thenth packet forwarded by the egress LSR came
from LSPi.

We assume packets are dropped independently on LSPi with
probability pi. BecauseD0 < D1, every packet that appears
on LSP0 is forwarded by the egress; thuspn−1(0) = 1 − p0.
Suppose that the(n− 1)th packet forwarded by the egress LSR
is themth packet transmitted from the ingress LSR over LSP0.
This packet arrived at the egress LSR at timet = D0 + m/g.
Thenth packet transmitted downstream by the egress LSR ar-
rived at the egress from LSP1 at time t = D1 + (m + `)/g,
where` = 1, 2, . . .. From (1), it follows that if no packets are
lost, packetk + m + ` will arrive at the egress from LSP0 be-
fore packetm + ` arrives on LSP1. So for packetm + ` to be
selected by the egress from LSP0, that packet must not be lost,
while packetsm + 1,m + 2, . . . ,m + k + ` must be lost on
LSP0 and packetsm+1,m+2, . . . , m+ `− 1 must be lost on
LSP1. The probability of this event is(1 − p1)pk+`

0 p`−1
1 . The

total probabilitypn−1,n(0, 1) is therefore

pn−1,n(0, 1) =
∞∑

`=1

(1− p1)pk+`
0 p`−1

1

=
(1− p1)pk+1

0

1− p0p1
. (6)



The probability that a packet with sequence numbern is ac-
cepted from LSP1 is the probability that packetn was lost on
LSP0, along with the packetsn+1, n+2, . . ., n+k. This event
occurs with probabilitypn−1(1) = pk+1

0 (1 − p1). Given that
packetn was accepted from LSP1, the probability that the next
accepted packet is from LSP0and has sequence numbern+k+`
is the probability that packetsn+1, n+2, . . ., n+`−1 are lost
on LSP1 and packetsn+k+1, n+k+2, . . ., n+k+ `−1 are
lost on LSP0, while packetn+k+ ` is not lost. For a particular
value of`, this event occurs with probability(1−p0)(p0p1)`−1.
If ` > L− k, packetn + k + ` from LSP0 will fall outside the
range of the sliding window and be rejected, along with any
subsequent packets from LSP0 (until the window values wrap).
The conditional probability therefore is

pn−1,n(1, 0) =
L−k∑

`=1

(1− p0)(p0p1)`−1

=
(1− p0)(1− (p0p1)L−k)

1− p0p1
. (7)

If L À k, this can be approximated as(1 − p0)/(1 − p0p1).
Thus, we have

E {Dn−1,n} =
2(1− p1)(1− p0)

1− p0p1
(D1 −D0)p

dg(D1−D0)e
0 .

(8)
A plot of the normalized expected jittergE {J}, which is mea-
sured in packet intervals, that is introduced into the determinis-
tic arrivals system by packet error is given in Fig. 5 for the case
wherep0 = p1. The jitter is plotted versus packet loss proba-
bility for three values of normalized delay offset,g(D1 −D0).
The peak jitter occurs whenp = 0.4, and does not exceed a
single packet period. Given that the jitter on each LSP is zero,
reflecting the behavior of an idealized constant bit rate stream,
the average jitter may be unacceptable, even for relatively low
packet loss probabilities. In addition, these curves depict only
average jitter values. Localized events can cause large increases
in jitter, which can result in the loss of packets if they are judged
to be in violation of their flow’s traffic contract by an admission
controller in the network.

We show the impact of delay difference on jitter in non-
deterministic MPLS 1+1 systems in Fig. 6. We simulated a
MPLS 1+1 system in which the packet streams arriving at the
egress LSR were Poisson processes with the same mean packet
interarrival time. The packet loss probability wasp = 10−6 on
both LSPs in all three cases. The jitter was computed over runs
of 5000 packets each, and the curves are ensemble averages
taken over 100 runs. The sliding window had length 100. In
Fig. 6(a), the delay difference is on the order of a single packet
period, and the average jitter is very close to the mean packet
interarrival time, as we would expect. Increasing the delay dif-
ference to 10 average packet intervals produced a greater initial
overshoot, slower convergence of{gJn}, and a long-term off-
set of approximately 10% from the average packet interarrival
time, as shown in Fig. 6(b). In Fig. 6(c), the delay difference
is 100 packet intervals. Because of the long delay and the low
packet loss probability, we do not see the impact of the delay
difference until the500th packet. After this point, the jitter
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Fig. 5. Normalized jitter in a MPLS 1+1 system with deterministic packet
arrival times.

curve becomes very noisy, approaching three times the mean
packet interarrival time at places. Reducing the size of the slid-
ing window helps only in cases where the delay difference is
very large. Forg(D1 − D0) = 200, we found that ifL < 40
the jitter curve is well behaved, but settingL = 4 for the case
whereg(D1 − D0) = 100 did not eliminate the noise. Thus
buffering at the ingress seems to be the best solution.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

0.5

1

1.5
(a)

Packet Number, n

gE
[J

]

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

0.5

1

1.5

2
(b)

Packet Number, n

gE
[J

]

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

1

2

3
(c)

Packet Number, n

gE
[J

]

Fig. 6. Plots of average normalized jitter in a MPLS 1+1 system with random
packet loss and exponential packet interarrival times.(a): g(D1 − D0) = 1,
(b): g(D1 −D0) = 10 (a): g(D1 −D0) = 100

B. Effect on Packet Loss Probability

By sending duplicate copies of each packet over disjoint
paths, MPLS 1+1 protection allows for a considerable reduc-
tion in the packet loss rate, in addition to providing a method



for rapidly recovering from failure on either of the LSPs. In sit-
uations where the delay and transmission rates of the two paths
are closely matched, the net packet loss rate can trivially be
shown to bep0p1, wherep0 andp1 are the loss rates on LSP0

and LSP1, respectively. However, if there is a significant differ-
ence in the propagation delays associated with the two LSPs,
then the probability of packet loss can actually be higher, due
to the existence of an additional packet loss mechanism that we
analyze here. A packet will be lost if each copy of it is dropped
in transit. Packets can also be lost if one copy is dropped in
transit and the other copy is rejected by the egress LSR because
its sequence number lies outside the range defined by the slid-
ing window. This will happen if additional packets arrive on the
LSP that dropped the packet, advancing the window, before the
undropped copy arrives from the other LSP.

Using the deterministic model that we introduced in Section
III with independent packet losses on each LSP, we find by con-
ditioning on the LSP packet loss events that

Pr {loss} = p1p0 + p0(1− p1)Pr
{

loss|L0 ∩ L1

}

+p1(1− p0)Pr
{

loss|L0 ∩ L1

}
(9)

where the eventsL0 andL1 occur when a packet is lost on LSP0

and LSP1, respectively. Now,Pr
{

loss|L0 ∩ L1

}
= 0 because

any packet that arrives from LSP0 in this model will not be
discarded; it always appears before its counterpart arriving from
LSP1. Letting the packet of interest have sequence numbern,
we see thatPr

{
loss|L0 ∩ L1

}
is the probability that there is at

least one successfully received packet from LSP0 before time
t = D1 +n/g, the time when the copy of packetn arrives from
LSP1. From (1), we see that

D0 +
k + n

g
< D1 +

n

g
< D0 +

k + n + 1
g

. (10)

The only way for the window not to advance so that sequence
numbern is out of range is for the packets with sequence num-
bersn + 1, n + 2, . . ., n + k to be dropped by LSP0. This will
occur with probabilityPr

{
loss|L0 ∩ L1

}
= 1 − pk

0 . Thus the
probability of packet loss at the egress LSR is

Pr {loss} = p0 − (1− p1)pk+1
0 , (11)

wherek = bg(D1 −D0)c is the relative offset in packets of the
streams on the two LSPs.

In Fig. 7 we plotPr {loss} for the casesk = 0 andk = 1, for
the case where the loss probabilities on the two LSPs are equal.
For k = 0, which occurs when the delay difference between
LSPs is less than one packet interval, the loss probability is just
p2, the probability that both copies of a packet are lost. Once the
delay difference exceeds one packet period, the loss behavior of
the system approaches that of the leading LSP, which is LSP0 in
this case. This demonstrates the importance of using buffering
to control packet loss. In addition, it is clear that the two LSPs
should be routed, if possible, so that the LSP with the higher
loss rate is also the one with the longer average packet delay.

V. SUMMARY

In this paper we examined the MPLS 1+1 protection scheme
that was introduced in [7] and examined the impact of mis-
match between the propagation delays of the two LSPs used

10
−4

10
−3

10
−2

10
−1

10
0

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

k=0

k=1

Pr[packet loss on LSP]

P
r[

pa
ck

et
 lo

ss
 a

t e
gr

es
s]

Fig. 7. Packet loss probability for a MPLS 1+1 system with deterministic
packet arrival times, wherek = bg(D1 −D0)c is a measure of the relative
temporal offset of the data streams on the two LSPs.

in the scheme. Using the qualitative discussion some of the ef-
fects of delay mismatch on restoration performance in [7], we
computed the gap length and number of packets lost during the
failure of the leading LSP in a simple system. We examined the
effect of delay mismatch on jitter and demonstrated that delay
mismatch can introduce considerable levels of noise into the
measured packet jitter, even when the jitter on the individual
LSPs is small. We also developed a theoretical model of packet
loss performance and showed that even small delay offsets can
eliminate any packet loss probability reduction that the system
gains from using duplicated packets. The best solution to these
problems appears to be using constrained routing to reduce mis-
match and buffering the leading path at the ingress, rather than
shortening the sliding window at the egress.
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